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For S=1+x+ 2%+ ...+ 2" where |z| < 1

1
lim S =
n—00 1—x
For S=1+4+2zx+3z2+... +na !
1
lim S = 5
n—o0 (171‘)

Definition of e* is

with Taylor Series expansion

s i .TL'Z .%'3
:Z 14+ TR
i=0

Number of ways to choose k objects from n objects (pronounced n choose k) is

(1) =a—hrw

Binomial expansion says

Discrete Probability

A random variable is noted as an uppercase letter
example: Random variable X is the number of coin tosses until we see a heads
An outcome of a random variable is noted by a lowercase letter

example: Outcome z = 2 means it took two coin tosses to see a heads

Probability

The conditional probability of random variable X given event A has occurred is

P (X NA)

P(X|4) =~ p

The law of total probability conditions on n disjoint events

= Z P (X]A;) P (4)
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Combining these, Bayes’ theorem says
PANB)P(A)  PANB)P(A)
P (B) - 2 P(BIA)P (A)
Two events X and Y are independent (X L Y) if
P (X]Y) = P (X)
and conditionally independent on event Z if

P(XNY|Z)=P(X|Z) P(Y|2)

P (A[B) =

Expectation

The expectation of a random variable X is
E(X]=> z;-P(X =ux)
i=1

The linearity of expectation says for any two events X and Y
EX+Y]=E[X|+E[Y]
The expectation of product says if X | Y then
EX Y]|=E[X]-E[Y]

The law of total expectation uses conditioning on n disjoint events to say
E[X] =) E[X|A] P(4)
i=1

The expectation of a sum S of a random number of N independently and identically
distributed (i.i.d.) random variables X; is given by

S-yx,
E[S]—E[N B[

Variance

The variance of a random variable X is
Var (X) =E [(X - E[X))’] =E [X?] - E[X]?
The linearity of variance says if X | Y then
Var (X +Y) = Var (X) + Var (Y)
The squared coefficient of variance C% is useful in quantifying variability
a5
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Skew

The skew of a random variable X is

Skew (X) = E [(X — E[X])"]

Z-Transform

The z-Transform X (z) of a random variable X is

X(z) = E[X7] :ZP(X:z')-zi

z-Transforms can give all moments E [X?] of random variable X by saying
d -

LX) =m
LXE)|_ =BX-(X 1)
LRG| =B (X 1) (X - 2)

The sum in z-Transforms of two random variables X and Y so W = X +Y is
W(z) = X(2)-Y(2)
To condition on z-Transforms define random variables X, A, and B so
v {A with probability p
B with probability 1 — p
then

~ ~

X(z)=p-Az) + (1 -p)- B(2)

Discrete Distributions

Bernoulli(p) Binomial(n, p) Geometric(p)  Poisson()\)

3

event values ke {0, 1} ke{0, ..., n} ke{l,2,...} ke{0,1,..
p k=1 & —k k—1 Are—A
P(X =k . (1 = p)" (1 = e
( ) {1_p Lo WPt l=prt p(1-p) i
1
E [X] P n-p - A
Var(X)  p-(1-p) n-p-(1-p) = A
Skew (X) -2 -2 2-p A2
p-(1=p) n-p-(1-p) 1=p
X(z) pztl-p  (p-2+1-p) o My
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Continuous Probability

For continuous random variables, the probability of an exact value is zero
P(X=2)=0

Instead, a probability density function fx(z) describes probability over an interval

P(a<X<b):/b_ fx(z) - dx

The cumulative density function Fx(x) gives probability of being less than a value

FX(ZE):P<X<ZL'):/76 fx(t)-dt

t=—o00

The complementary cumulative density function Fx(z) gives probability of being
greater than a value

Fr(z) =P (X > 1) = /:O Falt) - dt

The conditional probability density function fx(z) of random variable X given A is

Ix(@) hen x ¢ A
2) = 4 P(A) w
fX‘A( ) {O otherwise

Multiple Random Variables

The joint probability fxy(z,y) for two random variables X and Y is

d b
/ Frx(@,y) - de-dy
Yy

and
fx(z) = /_ fxy (@, y)-dy

If X 1Y then
fxy (@, y) = fx(2) - fr(y)

Use conditioning on multiple random variables to find the probability of one random
variable less than another

[e.9]

P (X, < Xp) :/ Pt < Xp)- fx,(t) - dt

t=—00
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Expectation

The expectation of a random variable X is
E [X] :/OO z- fx(z)-do
The second moment is
E [X?] = /00 2? - fx(x) - do

The conditional expectation E [X|A] of random variable X given A is

o0

E[X|A]:/ r- fxja(z) - do

=—00

Rate and Memory

The failure rate function rx(t) of random variable X is

_ Sx(®)
TX( ) - F_X<t>

Increasing rate in ¢ implies the longer it takes, the more likely an event will occur.
Decreasing rate in ¢t implies the longer it takes, the less likely an event will occur.

A distribution is memoryless if the failure rate is constant. If X ~ FExponential(\) then
rx (t) =\
Memoryless also implies that

P(X>t+s/X>s)=P((X>t)

Normal Distribution

A linear transformation of a normal distribution is a normal distribution. If
X ~ Normal(p,0%) and Y = a- X + b then

Y ~ Normal (CL'/L-i-b, a2-02)

A transformation to standard normal Normal(0,1) can be made if
X ~ Normal(u,o?) then
X —p

g

~ Normal(0,1)
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The central limit theorem says if S, is a sum of independently identically distributed
(i.i.d) random variables X; and

oy
=1

Sy nep

Ly = ———————
o-\/n
then
lim P (Z L ’ 5 .d
im n<z)=—- e 2z -dt
n—o00 ( ) \ 27 /x—oo

Continuous Distributions

Uniform(a,b)  Exponential(A)  Pareto(a)  Normal(u,o)

bounds x € [a, b] x € [0, 00) rel0,00) xe€(—00,0)
1 2
b—a T € [a7b] \ - -z . —(a+1) 1 . —%
Ix(@) {O otherwise ‘ “ Vars €
0 r<a
Fx(z) 2 re€la,b] 1—e @ -z @
1 z>b
<1
E[X ath 1 =
X] 2 A {a a>1 s
Var (X) (bzg)z 3 {oo a<?2 o?
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